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Background

 What is GP?
Gaussian process (GP) is a class of important Bayesian non-
parametric models for machine learning.
 Applications
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Figure 1. Wireless traffic prediction based energy saving.
(a) Predicted Traffic by GP (b) Energy Saving Result 

 Challenge
Standard GP suffers from the high complexity of hyper-
parameter optimization, which scales as          with    the 
number of training samples.

A principled and elegant scalable GP framework for big data 
applications, specifically:

 Training phase: the first to bring in the alternating direction 
method of multipliers (ADMM) algorithm, which reduces the 
complexity from           to                with    the number of parallel 
computing units.

 Prediction phase: the first to fuse local prediction results via 
optimizing the fusion weights based on cross-validation, which 
has a complexity of                 . 

 GP Definition
A GP is a collection of random variables, any finite number of 
which follows a Gaussian distribution.

 GP-based Regression Model
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 Kernel Function for Wireless Traffic Prediction
j Weekly periodic pattern:

k Daily periodic pattern:

l Dynamic deviations:

� Composite kernel function:

n Hyper-parameters to learn:

 Hyper-parameter Optimization  Gradient Decent
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with           the matrix trace and                     .

 Posterior Inference
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 ADMM-based Hyper-parameter Optimization

 Product-of-expert (PoE) model

 ADMM Iteration

 PoE-based Inference

 Simulation Settings
‒ Real 4G traffic data, 3072 base stations, from Sep. 1st to Sep. 

30th in 2015, grouped into 360 clusters
‒ 720 data points for each cluster, use 600 points to predict the 

next 10 points, repeated over 10000 times

 Cross-validation-based Fusion

 Mirror Decents  Softmax-based Fusion

Figure 3. The wireless traffic prediction performance.

Figure 2. One-hour look-ahead prediction of three clusters.

Table 1. Time consumption for training phase.

Table 2. Time consumption for prediction phase.

Simulation Result
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